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his paper addresses the 1ssue of how to generate problem instances of controlied difficuity.

It focuses on precedence- and resource-constramed (project) scheduling problems, but
similar 1deas may be appled to other network optimization problems It describes a network
construction procedure that takes into account a) constraints on the network topology, b) a
resource factor that reflects the density of the coefficient matrix, and ¢) a resource strength,
which measures the availability of resources The strong impact of the chosen parametric char-
acterization of the problems is shown via an 1n depth computational studv. Instances for the
single- and multi-mode resource-constrained project scheduling problem are benchmarked by
using the state of the art (branch and bound} procedures The results provided, demonstrate
that the classical benchmark instances used by several researchers over decades belong to the
subset of the very easy ones In addition, 1t is shown that hard instances, being far more smaller
in size than presumed in the literature, may not be solved to optimality even within a large
amount of computation time.
{Project Scheduling; Precedence- and Resource-Constramnts; Nonpreemptive Case; Sngle- Mode,
Mult-Mode; Branch and Bound Methods; Project Generator; Benchmark Instances)

1. Introduction Beside the number of nodes and arcs, respectively, no

From the beginning of resource-constrained project further network characteristics can be specified Hence,

special network structures cannot be generated inter-
tionally; (1) The resource demand and availability gen-
eration (cf &4} 1s only performed in accordance with
general distributions without making use of a speafied
set of character:stics

Besides Demeulemeester et al (1993), numerous au-
thors have documented therr way of obtaining mnstances

scheduling research, rapid progress regarding models
and methods has been documented in the hterature (eg
Demeulemeester and Herroelen 1992; Patterson et al
1989; Pritsker, Watters and Wolfe 1969; Stinson, Davis
and Khumawala 1978; and Talbot 1982) But at the
same time very little research concerned with the sys-
tematic generation of benchmark mstances has been

published To the best of our knowledge, the only paper ~ asa vehicle for therr numernical experiments (¢f Alvarez-

explicitly dealing with an instance generator for project
scheduling problems has been presented by Demeule-
meester et al (1993} There, a generator for the random
generation of actrvity-on-arc (AOA) networks is pre-
sented Two disadvantages should be mentioned. (i}
0625-1909/95 /4111175693801 25
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Valdes and Tamarit 1989: Drexl 1991, Kurtulus and
Davis 1982, Pascoe 1966; Patterson 1984; and Patterson
et al 1990) Thereby, different project characterstics

have been suggested Worth mentiening are the papers
of Pascoe (cf 1966) Kurtulus and Dawvis (cf. 1982) as
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well as Cooper (cf. 1976} But, as to be discussed in §4
all of them encountered difficulties with the important
measure of resource scarceness

Today, only a few commonly used benchmark -
stances are avatlable In 1984 Patterson compared four
exact procedures for makespan mumnuzaton of the
single-mode resource-constraimned project scheduling
problem on 110 instances {cf Patterson 1984}. Amongst
others, these instances have been used by Bell and Han
{1991}, Demeulemeester and Herroeien {1992}, and
Sampson and Weiss {1993} and therefore became a
guast standard. Nevertheless, they have several weak-
nesses. First, as a collection of problems from different
sources, the problems are not generated by using a con-
trolied design of specified parameters. Second, only the
single-mode case and makespan mununuzation is taken
into consideration Third, recent advances {c¢f De-
meulemeester and Herroelen 1992} 1n the development
of exact single-mode procedures have demonstrated that
the Patrerson-set 1s solvable within an average CPU-
time of 0.76 seconds and a maximum CPU-time of less
than 14 O seconds or an IBM PS /2 Model 55s» {80386
sx processor. 15 Mhz clockpulse}. Since there are in-
stances {with the same number of activities), namely
those with a high resource factor and a low resource
strength, which are much more difficait to solve, the
Patterson-set can no longer be considered as a bench-
mark

Therefore, the mntention of the paper is twofold: First,
we present an mnsiance gererator for a broad class of
project scheduling problems which utilizes several pa-
rameters, 1 e. project characteristics Some of them have
beer: proposed in the former hiterarure, others are en-
tirely new Second, we present sets of instances for the
singie- and the mulu-mode case of the resource-
constrained project scheduling problem. Solving these
problems with the state of the art procedures, the strong
impact of the specified parameters is demonsirated. Both
the project generator ProGen and the 1216 instances
are available from the authors upon request The re-
mainder of the paper 13 organized as foilows: In §2 we
give a formal description of the model. The employed
parameters and their realization within the project gen-
erator are dealt with in §83 and 4 The effect of the
parameters used i the computational study of the

single- and multi-mode case, respectivelv, 1s outlined
in §5 Conclusions can be found m §6

2. Notation and Model Description

We consider a project which consists of | partially or-
dered jobs. where ; = 1 {j = [} 1¢ the urique dummy
source {sink} P, {S) 1s the set of immedhate predecessors
{successors} of job j The jobs are numerically labeled,
i.e a predecessor of | has a smaller job number than )
The precedence relations between the jobs can be rep-
resented by an acyclic activity-on-node { AON} network.

We distinguish three categories of (scarce) resources
{cf. Biazewicz et al 1986): The set R of renewable re-
sources, the set N of nonrenewable resources, and finally
the set D of doubly constrained resources A resource ¥
€ R has a constant period capacity of K, and a resource
¥ & N has an overall capaaity of K, unuts. Doubly con-
strained resources r & D are limited with respect to pe-
riod capacity and total capacity. Each job 1 can be pro-
cessed in one of M, modes Job j performed in mode m
has a nor-spiitrable duration of 4,,, pertods. It uses k.,
units of the renewable resource r each period it 15 mn
process and consumes k,,, units of the nonrenewabie
resource + Obviously, a doubly constrained resource
can be incorporated by defining a matching renewable
and nonrenewable resource, respectively.

The constraints are given i Table 1 For modelling
purposes we use binary vanables x,,., 1 =1 . [, m
=1, , M, t=EF,. ., LF, as proposed in Pritsker,
Watters and Wolfe (1969) x,,. 1s equal to one if job |
15 performed in mode m and completed in penod 1, and
zere otherwise. {1} ensures that each job 1s assigned
exactly one mode and a compiefion hme within its time
window [EF,, LF)} The time window of feasibie firush
times 1s calculated by traditional forward and backward
recursion by using T as an upper bound of the makespan
and the modes of shortest duration. Actually. T may be
defined as the sum of the maximal durations. Prece-
dence relations between related jobs are maintained by
{2}. {3} secures feasibibity with respect to renewable
resources Frally, (4) limits the consumption of the
nonrenewable resources to therr availabiity. This for-
mulation embodies a wide range of precedence- and
resource-constrained scheduling problems, especialiy
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the single- and the multi-mode version of resource-
constramed project scheduling Furthermore, job shop
and flow shop type problems as well as scheduling
problems with one and multiple parallel machines are
mncluded

A common objective w r.t (1)—(5) 15 the mumimiza-
tion of the makespan, 1.e,

M, 1y
munimize >, > Xy
m=it LE

Note that the mam emphasis of the paper is on the
generation of the constramts (1)-(3). In addition, it is
easy to incorporate other (regular} objective functions
as, e g, the mmimization of the weighted project delay
The details are left to the reader (and user of ProGen)

3. Project Generation

We use the functions “round’” and “trunc,
former rounds a real argument to an integer and the
latter truncates the decimal fraction of a given real,
Moreover, the random function “‘rand’”’ {"rand ) 1s de-
fined by drawing a uniformly distributed integer (real)
out of a specified interval.

The {pseudo} random numbers are constructed by
transforming [0, 1)} uniformly distnbuted random
numbers, which are calculated via the congruence-
generator developed by Lehmer using the constants and
unplementabion as given in Schrage (1979)

rr

where the

3.1. Base Data Generation

The input of the base data generation 1s given by the
minimal {maximal) number of jobs J™" (J™*}, the min-
imal (maximal} number of modes M™ (M™*} and the

ManaceMEnT ScinCE/Vol 41 No 10, October 1995

munimal { maximal) duration 4™" (4™} The output s
determined by applying “rand’ to the related mnterval

3.2. Network Generation

In §2 we stated that the structure of the project can be
depicted as an acyclic AON Thus, 1t 15 a quite natural
approach to construct the network by using a stmple
mmplication of the definition of a network: Let N = (V,
A) be a network with node set V and arc set A Then,
for every node v € V there is a directed path from the
single source to v and a directed path from v to the
single sink That 1s, every node except of the sink
{source} has at Jeast one successor (predecessor)
Therefore, the basic idea 15 as follows: First, determine
one predecessor for each node, second, determine one
successor for each node and then add further arcs We
use the following definttion

DERINITION 1. Let N = (V, A) be g network An arc
(h, 1) 15 called redundant, if there are arcs (14, 11}, ,
{i. , tYEAwithiy=h,i. =jands = 2.

That1s, an arc (k, 1) is redundant, if it 15 an element
of the transttive closure N' of N = (V, A\ ({h, ))}) K
within the construchon process of the network an arc
(k. 1) is chosen for adding 1t to the current graph it
mught happen that the (intermediately) derived graph
bears redundant arcs. To avoid this four cases of re-
dundancy which might occur have to be considered (cf
Kolisch, Sprecher and Drexl 1992)

For a given cardinality of the set of nodes the minimal
and maximal number of non-redundant arcs of a net-
work are given in the following theorem.

THEOREM 1.
Vi=mn

Let N = (V, A) be a network wth
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(a} Swnce a network s connected, the mimimal number
of nonredundant arcs A™ 18 groen by A™ =n — 1

{by The maximal number of nonredundant arcs A™ in
a network with n = 6 is gwen by

/ ~ D
fn-—-2 p
11—2+E 5 } if ns even,
H
AW = * 4
fn--1vin— 3\
noe- 2+ H | if nisodd
4 2 A 2 /

For the charactenization of the network we use the
mirumal (maxmal) number of start activies ST
{87}, the mimimal {maximal} number of finish activ-
tties PP (PP ag well as the maximal number of suc-
cessor { predecessor} activities 57 (P} an actvity 7,
7= 2. . .. ]~ 2. can have. Morecver, the network
complexity C, i e the average number of nonredundant
arcs per node (including the super-source and -sink},
and the twolerated complexity deviation exgr is used

The network complexity has been introduced by Pas-
coe (cf 1966} for AOA networks and adopted by Davis
{cf. 1975} for the AON representation.

The construction of the network 1s performed m four
steps, a detailed description of which 1s grven in Kolisch,
Sprecher and Drex! (1992} In Step ! the number of
start- and finish-activities are drawn randomily out of
the irterval [T, ST*] and [P, PP*, respectively
Then, the arcs. which connect the dummy source with
the start activities and the finish-activiies with the
dummy sink, are added to the network In Step 2. be-
ginning with the lowest indexed non-start activity, each
activity 15 assigned a predecessor {activity} at random.
Simadar i Step 3, where cach activity, which has no
successor, 15 assigned one In both steps the jobs are
considered 1n order of increasing job number. Finally,
{in Step 4} further arcs are added unul the complexity
is reached During the whole procedure one has te take
into account. First, to avoid redundancy, there must be
no precedence relations within the start-activities and
within the firush-activifies. respectively Second, adding
arcs it Step 3 or 4 must not produce redundant pre-
cedence relations Third, the hmitation given by the
maximal number of successors {predecessors} as well
as the number of start and firash activities has to be
taken inte accournt,

1606

In the following cases the generation procedure has
to be restarted: First, if the required compiexity 1s iow,
re C = 1,1t mught happen that after Step 3 the number
of arcs integrated mte the network ActArcs is too high,
that 1s, ActAres > J-C<{1 + eypr} Second, if in Step
3, due to the himuted number of predecessors there is
no successor of a job j available Thurd, if in Step 3 for
a job j, there are only successors available, which lead
to redundant precedence relanions Fourth, if the re-
guired compiexity 1s not obtainabie in Step 4, that 1s,
within a limited number of trials of randomiy selecting
a node and calculating possible successors, there are no
further arcs addable to obtan ActArcs = J-C-(%
- ENET)‘

By an appropriate reduction of the set of choosable
predecessors and successors in the steps previously de-
scribed a numerically labeled network 1s reahzed.
Through adjustment of the mput parameters special
network structures, e g serial, general, and paraiiel
structures as well as the network shapes described in
Kurtulus and Davis (1982} are obtainable

4. Resource Demand and
Availability Generation

4.1. Resource Demand Generation
The resource demand generation consists of rwe deci-
sions to be made First, we have to determine the re-
sources used or consumed by the job-mode combina-
tons[j, mi,j=1,.. . J,m=1,. , M, Second ifa
job-mode combination uses or conswmes a resource, we
have to caiculare the number of units used or consumed
To the first step we refer with request generafiun {54 1.1}
and to the latter we refer with generation of demand evel
(8412}

We consider a resource category 7 € {R, N}. The
number of resources of category 7 is determuned by {7 |
= randf{s{™, |77,

4.1.1. Requested Resources. For charactenizational
purposes we use a generaiization of the resource factor
{RF) which has been introduced by Pascoe {cf. 1966}
for the single-mode case and later on been utibzed in
studies by Cooper {cf. 1976} and Alvarez-Valdes; Ta-
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marit (cf 1989} For the singie-mode case RF 1s cal-
culated as follows:

1 1 ifk,>0,

i
D)

RF = >
iR’ ~1 r&R O

e | e

otherwise.

The resource factor reflects the average portion of re-
sources requested per job It1s a measure of the density
of the array k,, If we have RF = 1, then each job requests
all resources. RF = () indicates that no job requests any
resource, thus we obtain the unconstrained MPM-case.
In order to use RF for the multi-mode case as well, we
generalize 3t straightforward to a category dependent
resource factor RF,, 7 € {R, N }:
1 M, .
RFT::_..l_il‘izz({l if k,my > 0,
J =27 -2 117 [0 otherwise.

Again, RF 15 normalized to the interval [0, 1] with the
interpretation very close to the one of the original RE:
It reflects the average portion of resources out of one
category, requested by each job-mode combination
[ 7, m] and it measures the density of the three dimen-
sional array k,,,» Of course, our RF equais the one pro-
posed by Pascoe for the case [N| = 0 and M, = 1, ;
=1, , ]. Table 2 shows the other input parameters
as well,

For the generation of the resource request we use the
following internal variables and data structures. First,
we represent the information whether a job-mode
combination {7, m} requests resource v by a three-
dimensional array Rg{;, m, r} of binary digits.
Rg{1, m, r]1s initialized with zeros and 1s set equal to
one, ff {j, m] requests resource r. The current re-
source factor {ARF) is then calculated as follows:

Table 2 Input Demand Generation
[T S| mnimal {maximal} numbe~ of resources ¢f category «
gory
QrMOT) menimial {maximat) number of resources of category T

used by 8 job-mode combination |4, 7}

ummuTey minimal {maximal) demand for a resource of category +

RF, resource tactor of category -
RS, resource strength of category +
€ar tolerated resource factor deviation

MarACFMFNT SCiENnCE/Vol 41, No 10, October 1995

ARF. = - > — > > Rygl1, m, 1]

]— “ [TI 122 Y m=1ver
The current number of resources Qf 7, m] requested by
{7, m}1s obtained by
Q). m}:= 2 Relj, m, 1]
reT

Finally, we get CT, the current set of choosable triplets,
by

CT:={[;,m, r};Rq{j, m, 1]=0
and Qf7, m} < Q7™

that 15 the set of job-mode-resource combinations
[7, m, r], which are furthermore choosable (Rg{ ;. m, 7]
= 0) without Qf 7, m] exceeding Q. During the two
steps to be performed the nternal variables are contin-
uously updated

In Step 1 for each job-mode combination [}, m}, as
far as the munimal number of requested resources
Q™ is not reached, additional resources are selected
randomly While, in Step 2, the current resource factor
15 less than the asserted one and in addition there are
choosable triplets in CT, i.e CT # &, the current re-
source factor 1s incremented by randomly drawing a
triplet out of CT while taking inte account Q7.

If after Step 2 the current resource factor dechines
more then tolerated, 1.e.,

ARF, € [RF, (1 — gz}, RE (1 + e5)],
then a warning message 15 given

4.1.2. Level of Demand. 1f we have Rg|j, m, r}]
= 1, then a positive demand of the job-mode combi-
nation [}, m] for resource t has to be generated The
mierrelation between the durations of the modes and
the demand for resource r is reflected by two types of
functions, one of which 1s duration independent and
the other one 1s decreasing with the {increasing) du-
ration (time-resource tradeoff) For each resourcer € 7
the funchion 1s determined in accordance with categorv
dependent probabilities. If a duration independent level
is obtained, then for each job the demand U'1s randomly
drawn out of the integer mterval [UT™", UM} and is
then assigned to all modes, which request this resource.
If the level 1s monotonucally increasing with respect to
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the duration. then for each job 1 two levels are drawn
randomly out of the parameter specified interval The
tower one defines U™ and the higher one L™,

Let M be the number of modes of job ; with different
durations requesting resource ¥ We calculate

¥ rhogk Uk\w}

/
§
M

i

&=

and yvield M, mtervals i, as follows
I = [round{ U™ — Ak},

kZI, L,]\/_I)

round( U™ — A(k - 1))},
Since the modes are labeled with respect to nonde-
creasing durations, we can now draw the demand ran-
domlv out of the intervals corresponding to the dura-
wons Anllustration of the aema-’ld generation is given
i Kolbisch, Sprecher and Drex! {1992}
Remark 1 Ifform, e (1, ..., Mj.
d, =4d.,and Rgj;. m,r} = 1 Rglj, m,
demand 1s generated randomly out of the sa

mFE o, s
rl. then the
me interval

Due 1o the construction, inefficency, which 1s defined
in the following, mught occur:

Dervrmion 2 Ajob § has mnefficient modes, if there
are modes m and m with d ,, < d,; and k,,,, < k5, for
air€RUN

3

If ineffictent modes occur for job ; calculate the

riumber of resources requested by mb ]
M
Q= S S Rgly,om,
mo1rE-
and the request and demand generation 1s restarted with
the additional constramt

If efhciency 15 not obtamable within MaxTrials, the
generabon is interrupted and the parameters have to
be adjusted.

4.2. Resource Availability Generation

In order to express the relationship between the resource
demand of the jobs and the resource availabiity Cooper
(cf 1976) miroduced the resource strength (RS}, which

1s calculated as follows:

K
RS, = — .

7
Z«l:=‘1 ki'

-+

S | e

Later the RS has been utihized by Alvarez-Vaides / Ta-

mant {cf 1989}, There are three drawbacks of the pro-
ﬂosed measure: First, the RS 1 not normalized 1o the
mterval [0, 1 Second, a rather small RS does not guar-
antee & feastble solution. For example, for three jobs
with k,, = 1, 1 and 10, respectivelv, one has to adrust
the resource strength to RS, = 2 5 1n order to achieve a
feasible solution Thard and most important, regard the
myvopic fashion 1 which the scarcity of resources 1s
calculated. This shall be depicted wih the following
simple example. We consider two projects, with exactlv
the same data except the network Project 1 has a par-
alle! structure, where each job 15 immediate successor
of the dummy source and mmmediate predecessors of
the dummy sink, whereas project 2
where each job has exactly one predecessor and one
successor Letus further assume that the rescurce avail-
ability 1s large enough 1n order to assure feasibility of
both problems. Then, the RS for both projects wiil be
exacflv the same, but chviously the serially structured
project, bemng the MPM-case, will be quite easy to soive,
whereas the paraliel structured projectis, dependent on
the amount of resource availability, rather dafficult

In order to overcome these disadvantages, we have
created the following measure of resource scarceness
which 1s applicable to ail categones of resources We
determune a mmmimal demand K7™ as well as a maximal
demand K7 and let the resource availability be a con-
vex combination of the two with RS, as scaling param-
eter K,:= K™ + RSLKT* — K7™} Thus, with respect
to one resource we will get the smallest feasible resource
availability for RS, = § For RS, = 1 the amount of
resources is approxamately large enough to achieve the
MPM-case.

For the nonrenewable resources r. ¥ & N, the mirumal
and maximal avaiabihues (K™ and KI'™) to complete
the prolect can be calculated as the sum of the murumal
and maximal consumptions of the jobs For a given cat-
egory dependent resource strength RS, € {0, 1} the
avaability 1s then

Z has a serial structure,

MANACEMENT SCIENCE/Vol 41, No 1€, October 1995
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K, = K™ 4 round (RS, { K7 - K"},

If the considered resource 1s renewable the munimal de-
mand is

1

K;mxv = maxi mln}‘; k]mr ;
) H 1
7 kY

The maximal demand is calculated as the peak demand
of the precedence preserving earhest start schedule.
Thereby, each job 1s performed 1n the lowest indexed
mode employing maximal per-period demand with re-
spect to the resource under consideration That 1s, we
determune the maximal per-period demand of job ; with

respect to resource r
M,
¥
ki = max{k,, }
m-3

and the corresponding mode with shortest duration:

Mo

my = man{mik.,, = k,}
m-1
Given the precedence relations of the project we can

now calculate the earhest start schedule with the modes
determined We obtamn the resource dependent start
time 5T and completion time CT' of job ;.7 = 2,. .,
J — 1 We then calculate the peak period demand

T '

Kinax = max Z k/nn;'r
t 1

and the available amount using the category dependent
resource strength RS,

K. := K™ + round (RS,{KI™ - KI™)).  (6)

By construction we can state the following:

RiMark 2 (a) If {r] = 1 and RS. = 0, then the
lowest resource feasible level with respect to 7 will be
generated

(b) If RS, < 1 and M, > 1, then feasibility of the
problem cannot be assured, because of mode coupling
via resource-constraints.

5. Computational Results
The outlined procedures have been coded in Turbo
Pascal. The microcomputer (IBM PS/2 Model 55sx)

ManAGEMENT SCIENCE /Vol 41, No 10, October 1995

mmplementation generates ten projects with thirty ac-
tivities witnin 45 seconds If difficult network structures
{1 e, with very low or high complexity ) have to be gen-
erated, the effort shghtly increases. Ten multimode
problems with ten activities and three modes can be
obtained within 12 seconds

5.1. Single-mode Case

Currently the most advanced exact procedure for solving
single-mode makespan minimization problems seems
to be the algenthm from Demeulemeester and Herroe-
len (cf. 1992) It 1s an implicit enumeration procedure
of the B&B type with backtracking. It is coded in C and
solves the 43 27-job problems out of the 110 Patterson
instances in an average computation time of 1 06 sec-
onds to optimalty on an IBM PS/2 Model 55sx
(80386sx processor. 15 Mhz clockpulse). We used the
origmal mmplementation of the algorithm provided by
Demeulemeester in our computational study.

We have carried out two series of experiments for
single-mode problems First, we used a full factonal de-
sign, where we varied the complexity C, the resource
factor RF and the resource strength RS The constant
and the varying parameter levels are documented mn
Table 3 and 4, respectively Obwviously, we have [N|
= () and a duration independent level of demand Using
10 projects for each combinatiort of C, RF, and RS a
total of 3+ 4-4-10 = 480 mstances were generated All
of them were solved with the exact solution procedure,
where we imposed a time limit of 3,600 seconds on the
CPU time

Table 3 Constant Parameter Levels for Single-mode Instances
Uinder Fuli Factorial Design
J M, g, IR U G & S PP
min 30 1 1 4 1 i 3 1 2 1
max 36 1 10 4 10 4 3 3 3 3

Table 4 Variable Parameter Levels for Single-mode Instances
tnder Full Factorial Design

c 15 18 21

RFg 025 G5 075 10

RS : ¢2 05 a7 10
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Table 5 Freguency Distnibution of Solution Times for Singie-Mode Instances Under Full Factonal Design
Rangs ¢ g1 (31,73 10 ic, 100} {100, 000} - 100G
Instances 1€5 “42 46 36 26 B85

Qur 480 mnstances have been solved in 461 25 seconds
or the average The nunimal solution time turned out
to be § 0 seconds (which is actually less than 0 05 sec-
onds}, while the maximal solution ime was the imposed
hmat of 3,600 seconds Table 5 provides the frequency
distribution of the solution times Among the 65 very
hard problems which needed more than 1,000 CPU-
seconds were 52 for which an optimal solution could
netther be found nor verthied We evaluated the effects
of the dufferent parameters by the use ¢f mean value
analvsis and ANOVA

The compiexity C turns out to be marginaily signifi-
cant (o = 0 16} Table 6 shows that increasing the com-
plexity from 1 5 to 2 1 mnduces a reducsion of the average
solution time. The rationale 1s that adding more pre-
cedence relations to the network Jowers the number of
feasible schedules for a giver upper bound on the proy-
ects makespan This reduces the enumeration tree and
makes the problems easier to soive The effect has al-
ready been mentioned by Alvares-Valdes and Tamar:t
for heurnistics {¢f 1989y,

The resource factor RFy 1s highly significant {a
= §.0001}. Increasing RFg results in an incline of solution
times (¢f Table 7) Ths contradicts the results of
Alvarez-Valdes and Tamanit Thev observea tha: prob-
lems with a resource factor of 1 { were easier than ones
with a resource factor of 0.5 We assume that their re-
sults were somewhat distorted through the use of a my-
opic resource strength, which has aiready been pointed
out in &4 It can be concluded that probiems become
harder, when the average portion of resources requested

per job ncreases It has to be remarked that the majonty
of the }10 instances of Fatterson bave a resource factor
of 1 §

The resource strength RSy 15 aiso highly sigruficant
{o = 0 0001Y From Table & it can be seen that the re-
source strength has the strongest impact on sclution
times Problems with a RS of 0.2 turned out to be the
hardest. Our of the 120 mstances with RSy = § 2, for
47 problems the optimum solution could not be found
or vertfied Problems with an RSy of | 0 are no longer
resource-constramed, thus the optimal solution 1s the
MPM-scheduie Ths relaionship between hardness of
the problem and resource scarcity deviates from the
function conyectured by Elmaghraby and Herroelen {(cf.
1980) and the computational study presented bv
Alvarez-Valdes and Tamant {cf 1989}

In order to get deeper insight into the effects of the
parameters on the solution time, we have chosen the
combmmanon C = | 3, RFy =0 3 and RS; = £.5 for which
an average solution ume of 23.5% seconds was needed
Using a ceterts panbus design we changed just one pa-
rameter at a iime and again geperated 1 mstances for
each parameter level remammng w.rt. Tables 3 and 4.

The effect of the number of renewable resources 1s
statssticaily insignificant {« = 0 369) Nevertheless, Tabic
& shows an mncreasing average sclution time with an
enlarged number of renewabie resources It is guite in-
tuthve that an increasing number of constrained re-
sources complicates the problem

The effects of the number of start activines 5,1 is
depicted 1n Table 10. Increasing the number of start

Tabie 6 Effects of Compiexity £ on Seiutior Times Yabie 7 Effects of the Resource Factor RF, on Solution Times

£ 15 18 21 RFy 028 e g7¢ e
#opy 674 82 477 8¢ 23718 lugey G54 128 25 787 96 928 30
Feoy . 1327 28 116G 04 827 44 Goey 181 526 68 143274 1488 02
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Table 8 Effects of the Resource Strength RS, on Solution Times

RS, 020 {50 079 100
popy 55170 247 83 4560 003
oory 1703 82 752 55 352 93 002

activities |5;|, keeping the number of jobs and prece-
dence relations constant, generally results in more par-
allehsm of the network, which makes the problem
harder to solve. The effect does not show statistical sig-
rificance (o = 0.334).

Finally, the effect of a growing number of jobs 1s out-
hined m Table 11 Since it1s well known that the problem
is NP-complete with respect to the number of activities
(cf Karp 1972), it is not surprising that solution times
grow rapidly with the number of jobs ANOVA reveals
J to be significant (« = 0.024)

To sum it up, each project charactenstic shows a
monotone mfluence on the average CPU-time Thereby,
the resource strength and the resource factor are hughly
significant The number of jobs and the complexity are
marginally sigmificant, while the number of resources
as well as the number of start activities are msignificant
It can be concluded that the single-mode case 15 iess
tractable than suggested by previously published work
based on the Patterson test data

5.2. Multi-mode Case

Once more for makespan minimization problems we
conjecture that the effects of the complexity, the number
of constrained resources, the number of start activities
and the number of jobs are about the same for the
single- and the multi-mode case Therefore we concen-
trated on the mutually effects of the resource factor and
the resource strength for renewable and nenrenewable
resources, Agamn we have utilized a full factorial design
with the constant parameter levels as given in Table 3,

Tahie 10 [ffects of the Number of Start Activities | $; |

on Solubion Times
IS ] 2 3 4 5 8
OPU 275 &74 2359 3370 90 97 134 29
oceL 469 17 98 3038 87 83 317 11

17415

but with J™" = [ = 10 and M™ = M™* = 3 instead
of ™" = " = 30 and M™ = M = 1, respectively
Moreaver. we used |[N| = 2, U™ = 1, Um = 1¢,
P =1, Q¥ = 2 and a decreasing level of usage (con-
sumption} The full factorial design was performed bv
the use of the vanable levels of RE, = 0.5 | 0 and RS,
=02,05,07. 1.0 for both categories of resources With
10 mnstances for each level combination of the varying
parameters, we generated 4-4-2-2:10 = 640 prob-
lems

Each probiem has been solved with the state of the
art solution procedure of Patterson et al. (cf. 1989) It
1s a B&B based enumeration algorithm of the backtrack-
mng variety. Computational results are grven in Patterson
etal (cf 1990). There, 91 instances have been generated
with characteristics similar to the ones of the 110 n-
stances by Patterson The number of jobs ranged be-
tween 10 and 500. where 75 instances had up to 30
jobs The sclution procedure was coded m Fortran and
implemented on an IBM 4381 mamnframe computer For
an mmposed time himit of 1 (10) minutes 30 (33) of the
problems with up to 50 jobs were solved to optimality
The preponderance of these problems ranged between
10 and 30 jobs

Since the original solution procedure was not avail-
able to us, we recoded 1t n C Our code has been mm-
plemented on an IBM RS /6000 550 workstation, which
1s about 20 <imes faster than the IBM PS /2 Model 55sx
Because, as already pomnted out in §4, we could not
guarantee feasibility, only 536 of the 640 problems had

Table @ Effects of the Number of Resources |A | on Soiution Times Table 11 Effects of the Number of Jobs J on Soiution Times
R 1 Z 3 4 5 6 J 10 20 30 49
e 06909 10 423 2359 138 &1 406 15 wipy 006 032 23 59 942 09
Gep €03 20C 744 3038 37525 112532 Ay 103 022 3038 1439 38
1701
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Table 12 Freguency Distribution of Soiution Times for Multi-mode Instances Under Full Factoniat Design
Range 601 011 %, B 15 0 {1, 28] 125, 50} {50 100 {100 2501 =250
Instances | 142 4G 7€ 50 62 38 31 46 51

a feasible solution The average tune to find and venfy
the optimal solution was 74 31 seconds. The numimal
and maamal time was less than & 5 seconds and 2016.25
seconds. respectively Table 12 gives the frequency dis-
tribution of the solubion times

The experiment can be summarized as foliows: With
an mcreasing resource factor problems become harder.
Solution times are far more sensitive to RF,, than to RF;.
When the resource factor of the renewable {nonrenew-
able) resources 1s changed from 0 5 to 1 0 the average
CPU-time increases from 62.14 (8.18) seconds te 85 70
{124.85) seconds Morecover, with an mcreasing resource
strength of the nonrenewable resources RSy the average
CPU-time decreases from 363.13 to 3.57 seconds. For
the renewable resources the reverse 1s true; the average
CPU-time increases from 54 96 to0 95,53 seconds, that
1s, problems become harder 10 solve with an increasing
availabibty If one recalis the results for the single-mode
case, this 1s qurte unexpected A more thorough study
of the results provides an explanation In case of suf-
fictent nonrenewable resources, i e RS, = 0.7, solution
tumes increase with decreasing availahility of renewable
resources But with smali amounts of nonrenewable re-
sources (RS, =< 0.5} the effect reverses. Due t¢ the strong
effect of RS, the mean sclubhon times of the different
ievels of R5; oniv show the rendency for scarce non-
renewable resources. A detailed discussion of the com-
putational results 1s presented in Kohsch, Sprecher and
Drexi (3992) and Sprecher (1994}

To sum it up, we could not reproduce the promusing
resuits provided by Patterson et al. {cf 1990} for the
multi-mode case Moreover, multi-mode instances in
general are tractable only for a very restricted number
of jobs. Thus additional work has to be done to speed
up convergence {cf. Sprecher 1994}

6. Conclusions
ProGer, a project generator for a broad class of pre-
cedence and resource-constrained scheduling probjems,

whuch utihizes weli known and new summary measures.
has been presented The method essentially relies on
three concepts: A network construction procedure which
1s based on the definttion of a network, the resource
factor as a measure of the density of the coefficient ma-
trix as well as the resource strength, which expresses
the degree of availability of the resources All three
concepts are very simple and allow to discriminate be-
tween easy and hard mnstances Moreover, due to their
generality they are apphlicable to other {network} opb-
mization problems and thus are topics of great concern
to a wide audsence

Benchmark mnstances for the single- and the mula-
mode case of project scheduimg have been produced
and solved with the state of the art B&B procedures The
results show the strong impact of the proposed param-
eters and, furthermore, that very hard and verv easy
instances can be discriminated In general, the promising
results of previously pubhished studies do not hold true;
i e . even very small problem nstances stiil remain un-
tractable with the optimal state of the art algorithms.

The availabiity of the generator as well as the 121
mstances used in the computational studyv provide a
tool for the evaluation of algorithms within the project
scheduling environment Due 1o the versatility of the
generator it can be used in related areas. e.g single and
multiple machine scheduling.”

* We thank Enk Demeulemeester, Katholieke Urgn ersitert Leuven, for
providing, us with the code of his algonthm Furthermore, we wish
te thank Sonke Hartmann for hic support in irplementing the ai-
gontbms Moreover we are mndebted to the Associate Editor and three
anonymous referees tor helpful comments on improving the read-
abihity of the paper
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